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ABSTRACT

This paper deals with the analysis of the relationship between oil prices and the
stock market in Nigeria. We focus on measuring the degree of persistence of the
series using long range dependence techniques, and based on the similarities
observed between the two series, a fractionally cointegrated modeling framework is
proposed. The results first indicate that the two series display a similar order of
integration, which is close to, although above 1. Testing the hypothesis of
cointegration, this is decisively rejected since the order of integration in the
potential equilibrium relationship was similar to that of the parent individual series.
However, testing a long memory model with oil prices acting as a weakly
exogenous regressor, we obtained significant evidence of a positive relationship
between the two variables though with a very short memory effect, this relation
being significant only during the following three months.
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1. Introduction
In this paper we examine the dynamic structuret@tksmarket prices in Nigeria, testing
first their degree of persistence to determine idrethe market is efficient. Moreover, due
to the inefficiencies found in the market, and blasa the fact that stock market returns
display long memory behaviour, we also examinel ipoces may have had an influence on
the behaviour of the stock prices. For this purpesefirst use a fractionally cointegrated
model, testing if there exists a long run equilibmi relationship between the two variables.
Then, an I(d) regression model with oil prices beiamken as a weakly exogenous regressor
is also considered. Our results indicate that pressibehaviour of oil prices determines the
behaviour of the Nigerian stock market in the shant

Modelling stock market prices in Africa is an isdhat has not been investigated
very much. Using simple techniques based on cdiwelanalysis, Olowe (1998; 1999)
showed that the Nigerian stock market appears teffo@ent in the weak form. This was
also confirmed in other studies by Samuel and Ya(281), Ayadi (1984), Omole (1997)
and Oludoyi (1999). Further work by Adelegan (2084pbwed that share prices do not
respond freely to forces of demand and supply, evhilvokoma (2002) found that share
prices respond more to their past prices thanao@s in the macroeconomic variables. In a
more general context, Magnusson and Wydick (2083)nened the efficiency of African
emerging stock markets, using data from eight Africountries(Botswana, Cote d’'lvoire,
Ghana, Kenya, Mauritius, Nigeria, South Africa, Babwe) six of the eight stock markets
pass the basic hurdles of weak-form efficiencyt iba past movements in stock prices
cannot be used to predict future movements in gritea related paper, Appiah-Kusi and
Menyah (2003) also examined African stock markétey used EGARCH-M models and
tested the weak-form efficiency in eleven Africamarkets; their results showed that the

majority of the markets do not exhibit weak-fornii@éncy. Mlambo and Biekpe (2005)



tested the efficient market hypothesis of ten Adnicstock markets using the runs test
methodology for serial dependency. It was conclugredhis study that for Kenya and
Zimbabwe, the weak form efficiency hypothesis contit be rejected since a significant
number of stocks conformed to the random walk hypss. Vitali and Mollah (2010)
investigated the weak-form of market efficiency Africa by testing the random walk
hypothesis through multiple approaches, specifiaatiit root, autocorrelation, run tests and
variance ratio tests on daily price indices of seseuntries for the time period 1999 - 20009.
The major results in the paper rejected the randatk hypothesis for all of the countries
except for South Africa.

From the above literature, it seems clear thatgh@everal papers have investigated
the efficient market hypothesis in various sub-$ama@ountries, most of them have focused
exclusively on testing for random walks by meansif root tests and none of them have
used fractional integration as an alternative doder approach. Moreover, these widely
employed (unit root) tests, in small samples, haary low power against alternatives such
as trend-stationary models (DeJdong et al., 199&)ctsiral breaks (Campbell and Perron,
1991), regime-switching (Nelson et al., 2001), cacfionally integration (Diebold and
Rudebusch, 1991; Hassler and Wolters, 1994; Lee &chimidt, 1996). As already
mentioned, in this paper we focus on the lattee tgp alternatives, noting that fractional
integration includes the classic unit root modslgarticular cases of interest.

On the other hand, and regarding the long run\bebaof oil prices, there is no
consensus whatsoever about the order of integrafidhis variable. For instance, Bentzen
(2007), Cunado and Pérez de Gracia (2005), andi-Nal@ai and Asali (2004), find that
several series corresponding to crude oil pricestato unit roots, whereas Postali and
Picchetti (2005) and Moshiri and Foroutan (2006¥ fthat this variable is stationary with

structural changes. In addition, Gil-Alana (2002032) finds that this variable (ROP) might



be fractionally integrated, and Cuestas and R&§i$(Q) found a non-linear trend stationarity
model for the S&P daily spot oil prices series.

The relationship between oil prices and other msmyoomic variables have
promoted many lines of research. The first accofirast long run relationship between GDP
and oil prices appears in Hamilton (1983). He foantkegative relationship between the two
variables. Other authors have also examined ttaiaorkhip between oil prices and other
variables. Thus, for example, several papers hadkes the long run co-movements of oil
prices and inflation (Cunado and Perez de Gra€@5p a few of which have estimated the
Phillips curve augmented with the price of oil (Heg 2002, and LeBlanc and Chinn,
2004). A number of authors have acknowledged tfextsf of oil prices on the dynamics of
unemployment (see Gil-Alana, 2003, among otherd)ilsternational terms of trade (Backus
and Crusini, 2000).

The price of oil has been known to be an important factor which predicts significantly
the fluctuations in stock prices (Jones and Kaul, 1996). More recently, Eryigit (2009) found a
positive significant relationship between oil price change and stock indices of tourism, food,
beverages, chemical and leather in Turkey. Filis, Degiannakis and Floros (2011) and
Antonakakis and Filis (2013) investigated the dynamic correlation between stock markets prices
and oil prices for oil importing and oil exporting countries using volatility models, and found
that time varying correlations are the same in both oil importing and oil exporting countries.
Their results further showed that the correlation increases negatively in response to aggregate
demand of oil prices shocks except during the 2008 global financial crisis when the oil prices
lags started exhibiting positive correlation with stock markets.

In Nigeria, there are fewer empirical articles thetve considered the possible
relationship between oil prices and stocks in NaggeAdaramola (2011) considered the
relationships of some macroeconomic variables wtiticks using a panel model and found

that oil price among other variables is signifitardgorrelated with the behaviour of the



stock market. Layade and Okoruwa (2012) also aghgdenel data estimation approach on
agro-allied stocks in Nigeria with oil prices antained a significant positive relationship
between oil prices and stock prices. None of thgmgegers, neither in Nigeria nor on an
international level dealt with the issue of a pblesirelationship between stocks and oll
prices using fractional integration and cointegmatiechniques.

In this paper, we examine the link in the long relationship between oil prices and
activity in the stock market, using the All Shamedéx (ASI) of the Nigerian Stock
Exchange. The remainder of the paper is structasefbllows: Section 2 is devoted to the
methodology employed in the paper. Section 3 ptegbe data and the univariate empirical
results. Section 4 focuses on the multivariate rhag®rporating oil prices in the stock

market equation. Section 5 contains some concluchngments and extensions.

2. Methodology

The methodology used in the paper to examine tbehastic properties of the series is
based on the concepts of unit roots and long rdegendence or long memory. We initially
consider testing unit roots and other nonstatitiearby means of standard methods, after
which we proceed to checking for long range depeoeleThis is due to the fact that a series
may display a degree of association between theredtsons much higher than the one
usually considered in the literature and based woregressions and integer degrees of
differentiation.

2.1  Testing for unit roots

A difference stationary series is said to be uriggrated if the order of the integration of the
series, denoted by, is a unit value. For any genedilthese processes are denoted as 1(d).

In the standard case of I(d) models,

@-0)9% =u, t=0%1.., (1)



with x;, =0 fort < 0, and d = 1 or 2, where L is the lag-operatot; & x..1), and the
resulting covariance stationary procegswhich is I1(0) process is then obtained by taking
the first or second differences. As part of thehmdblogy in time series analysis, there is a
need to check whether a series is stationary obeiotre using it in a regression model. Unit
root tests are usually conducted by means of @esidal Augmented Dickey Fuller (ADF)
test of Dickey and Fuller (1979). This test hasigdipopularity in testing for unit roots but
it has very low power if the series under invediaa is, for example, non-linear.
Macroeconomic variables often display non-lineamaidyics and ADF-type tests may not be
sensitive enough to judge well the level of stadrdy of the series. A recent test proposed
by Kapetanios, Shin and Snell (KSS, 2003) will ppleed in the paper along with the ADF
test to determine the level stationarity/nonstatrgrof the series.

The starting point in the KSS test is the sameiBpation as in the Dickey Fuller

(DF) regression model with correction for possixeial correlation defined as,

p
Axy = XPjOXi—j* dpppXt1 * U, U= 12.. (2)
=1

where p indicates the AR order. In this modelis the OLS estimate from the above
regression, the’'s are the autoregressive values, and the error term assumed to be white
noise. In practice, implementation of KSS oftenoiggs the augmented component, and we
then have,
Axy = 6KSSX?_1 + U, t = 1,2.., (3)

derived by approximating the truncated non-linegression model,

Xy = YXiqfL- exp(—exg_l) + &, t = 1,2.. 4)
wherey and6 are parameters in the model afdis a white noise process. Both the ADF

and KSS are tested using the test statistic,
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sed)’

t = ®)

where se(S) is the standard error ob estimated in (2) and (3) above. We test the null
hypothesis I 6 = 0 for unit roots against the alternativeg Bl < O for stationarity. Just as
the ADF test, the KSS can be conducted on the tessical cases of i) no intercept in the
regression model; ii) with an intercept only anyin the presence of both, an intercept and
a linear time trend. The details of the test diatend asymptotic critical points for the ADF
test are given in Dickey and Fuller (1979), Davidsnd Mackinnon (1993), Hamilton
(1994) and Hayashi (2000). That of the KSS testimafound in Kapetanios, Shin and Snell

(2003).

2.2  The Fractional I(d) process

We can provide two definitions of long memory, anehe frequency domain and the other
in the time domain. Let us consider a zero-mearmuGance stationary process;{k= 0, +1,

... } with autocovariance functiop, = E(% Xwu). The time domain definition of long

memory states that:

Zjvd = ®

u=-oo
Assume thatk has an absolutely continuous spectral distributemnthat it has a spectral

density function, #); according to the frequency domain definitionlaig memory, the

spectral density function is unbounded at someutraqya in the interval [On), i.e.,
fA) ~ © as A - X, N O [o n.
Most of the existing empirical literature considéne case when the singularity or

pole in the spectrum occurs at the zero frequembys is the standard case of the I(d)

models as in equation (1). In that modelhas a spectral density function that is positive



and finite at any frequency. This includes a widege of stationary model specifications
such as white noise, autoregressive (AR), movingrane (MA), autoregressive moving
average (ARMA) etc.

Note that the parametdrplays a crucial role in describing the degreeegenhdence
of the series. Specifically, @ = 0 in (1), x = u, and the series is 1(0), potentially including
ARMA structures with the autocorrelations decayat@g@n exponential rate. df belongs to
the interval (0, 0.5), the series is still covadarstationary but the autocorrelations take
longer to disappear than in the 1(0) case. If ith ihe interval [0.5, 1), the series is no longer
covariance stationary; however, it is still meaweréing with shocks affecting its
disappearance in the long run. Finally, itdlL the series is nonstationary and non-mean-
reverting.

The methodology employed here to estimate theidrza differencing parameter is
based on the Whittle function in the frequency donfBahlhaus, 1989). We also employ a
testing procedure developed by Robinson (1994walig to test for any real value dfin
I(d) models. This method is based on the Lagrangéiplier (LM) procedure and is the

most efficient one in the context of fractionaleigtation. We consider the following model:

yi = Bz + x¢, t = 12.., (6)
where y is the observed time series,iz a (kx1) vector of deterministic terms or weakly
exogenous regressors, and thus it may include tencept (z= 1) or an intercept with a
linear trend (i.e., .= (1,1)), and x are the regression errors, which follow an I(d)deloof
the same form as in equation (1). This methods tést null hypothesis J4d = d, for any
real value din (1) and (6), and based on its parametric natwes need to include a a

specific model for the 1(0) disturbances.

LIf uc in (1) is an ARMA(p, q) process, s then said to follow a Fractionally IntegratedRMA or
ARFIMA(p, d, g) model.



Robinson (1994) showed that, under certain verg ma&gularity conditions, the LM-

based statistfcT):

~

r -q NO) as T - oo (7)
where “ —4 “ stands for convergence in distribution, and thieit behaviour holds
independently of the regressorsiged in (6) and the specific model for the I(Gtatibances
U in (1).

Alternatively to the methods presented, we couldehemployed Wald and LR test
statistics against fractional alternatives with slaene null and limit theory as the LM test of
Robinson (1994). Lobato and Velasco (2007) esdpneanployed such a Wald testing
procedure, although this method requires a comdigtstimate ofl, and therefore the LM
test of Robinson (1994) seems computationally nattractive. Other methods, such as the
one developed by Demetrescu, Kuzin and Hassler8)20Ghich have been shown to be
robust with respect to unconditional heteroscedidgtiwere also implemented leading to

practically the same results as those reportedempaper.

3. Empirical results

3.1 The Data

The data used in this study are the monthly Nigesiacks (All Share Index) and Crude Oil

Prices in dollars per barrel. Both series span fdamuary 2000 to December 2011 giving a
total of 144 data points. The Nigerian All Sharddr (ASI) data were obtained from the

Nigerian Stock Exchange (NSE) database, while ahaltl prices were retrieved from the

websitehttp://www.indexmundi.comand correspond to the monthly Brent crude odermn

dollars per barrel at the international market.

2 The specific form of the test statistic can benfb in any of the numerous empirical applicatiossg this
method (e.g., Gil-Alana and Robinson, 1997; Gil#da2000; Gil-Alana and Henry, 2003, etc.).
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Figures 1 and 2 display the plots of the ASI andces over the sample period.
Both series increased gradually from 2000, assurainmpst the same swinging pattern to
reach the peak at around 2008. After that, thay dexreasing sharply and reach a common
trough at the first quarter of 2009. Since therréhhas not been a significant increase in the
values of the Nigerian stocks. After 2009, oil pachave increased astronomically again
reaching $120 dollars per barrel in the internatiomarket. The fact that the two series
display similar swinging behavior is an indicatiof a possible long run equilibrium
relationship between the two variables.

[Insert Figures 1 and 2 about here]

We first tested for the presence of unit roothmtiwo series. The null hypotheses of
unit roots in both ASI and oil prices cannot bescégd at the 5% level as shown in the
results of the ADF and KSS tests in Table 1(i) &ndrespectively. However, as earlier
mentioned, these results should be taken with @autoting the low power of these tests in
the context of fractional integration.

[Insert Table 1 about here]

We next estimate the parameters of the model diyaghe equations (6) and (1) with
z.= (1,0, t> 1, (0, O otherwise, i.e.,

Yt = Bo + Bit + X, t=12,. (8)
Q-0 =u, t=12.., 9)
assuming first that the disturbance ternswa white noise process, and then considering the

possibility of weak autocorrelation, first with tieodel of Bloomfield (1973)and then

using a seasonal AR(1) process of form:

U = PU4 + &, 1 =12 (10)

*This is a non-parametric approach that producescatrelations decaying exponentially as in the ARJM
case.
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with white noises.*
[Insert Table 2 about here]

Table 2 displays the estimatesd&nd the corresponding 95% confidence intervals
of the non-rejection values of d using Robinsonm@)9for the three standard cases of no
deterministic termsfp = 31 = 0 a priori in equation (8)), an intercepg (inknown and; =
0), and an intercept with a linear trerfgy @nd B, unknown). The test results presented
above suggest that the series are I(d) with dtjigibove 1. In fact, the confidence intervals
exclude the unit root (i.e. d = 1) in the majortiythe cases. The only case where the unit
root null hypothesis cannot be rejected correspoodbke oil prices series with Bloomfield
disturbances. Focusing on the deterministic tethestime trend coefficient was found to be
statistically insignificant in all cases, while thatercept was significant. The estimated
fractional differencing parameter was found to bewt 1.20 for the stock market index, and
between 1.01 and 1.34 for the oil prices dependimghe specification of the disturbance
term. Moreover, the fact that the confidence wdkx overlap suggest that the two series
may display the same degree of integration. In, faet tested the equality of the order of
integration of the two variables using an adaptatid Robinson and Yajima’'s (2002)
statistic with log-periodogram estimation and difet trimming and bandwidth numbers,
and evidence of an equal order of integration wdaioed in all cases. This will enable us to

study the possibility of fractional cointegrationthe following section.

4. The influence of oil prices
Two approaches were examined in the multivarialanéwork. On the one hand, the

possibility of fractional cointegration was takema account. On the other hand, a long

“Higher seasonal AR orders produces virtually theeseesults in all cases.
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memory regression model including (present and paktes of) oil prices as a weakly
exogenous regressor was examined.

We started with the fractional cointegration fravwek. Based on the assumption
that the two series displays the same degree ejriation® we conducted first the Hausman
test for no cointegration of Marinucci and Robing8801) comparing estimates of d based
on the log-periodogram with a more efficient biaéei method based on the Whittle function
and which makes uses of the information of equaéia of integration. Using this approach
the test rejected the hypothesis of cointegratiath@ 5% level, and the same evidence was
obtained when using the methodology devised inAika and Hualde (2008) and using
Robinson and Hualde’s (2003) approach. To summarize noticed that the order of
integration of the two parent series was very sintib the one obtained in the hypothesized
cointegrated relationship, being the latter slighdbove 1 though smaller than the one
achieved in the individual series. Due to this latlcointegration, we consider the second
approach based on an I(d) model with the oil prazgsg as weakly exogenous regressors.

We consider here the following model:

SMP, = o +B OPx + X% 1-Ll'% = u, t=1,2, .., (11)

where SMP refers to the Stock Market Prices and; @POil prices, and we consider
different types of I(0) disturbances (white noi8#oomfield autocorrelated and seasonal
AR),and k=0, 1, 2, 3, 4, 5 and 6. In this setadumdicates the degree of persistence, and

is an indicator of the effect on present (and paisprices on the stock market prices.
[Insert Tables 3 — 5 about here]

The results are reported in Tables 3 — 5 respdygtioe the cases of white noise,

Bloomfield and seasonal AR disturbances. They arg similar across the three tables and

% In a bivariate model, as is the case in the pteserk, a necessary condition for cointegratiotht the two
series must display the same degree of integration.
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consistent with the above comment on the lack oftegration, the orders of integration in
(11) is equal to or above 1 in the three models. a¢® observe a significant positive
coefficient for the first three periods. This ingies an instantaneous significant positive
effect (k = 0) that remains significant albeit walsmaller magnitude during the following
two periods. After three periods (months) the affeecomes statistically insignificant in the

three models.

5. Concluding comments

This paper deals with the analysis of stock mapkiees in Nigeria and its relation with the
oil prices. We first investigated the order of gration of the series by using long range
dependence techniques and fractional integratitve. fEsults showed that the ASI series
displays long memory returns with orders of intéigrafor the logged prices above 1 in the
majority of the cases. Performing the same typaralysis on the crude oil prices, the
results were fairly similar and in fact, we couldt meject the null hypothesis of an equal
order of integration in the two series. Testing tlodl of cointegration, this hypothesis was
decisively rejected, showing no evidence of a senalider of integration in a potential long
run equilibrium relationship between the variabldewever, performing a model where oll
prices acted as a weakly exogenous regressor, oveeslhthat the estimated coefficient was
significantly positive, not only instantaneouslyt also if lagged periods were considered.
In fact, the value remains significant during thstfthree periods, implying a relationship
between the two variables in the short run. Th&ulteis in agreement with Adaramola
(2011) and Layade and Okoruwa (2012). A marginahtimy change in the price of barrel
of crude oil is expected to cause a greater etiacthe market and the market re-adjusts a

few days later. The higher the crude oil prices,tiore the revenue that is generated in the

14



country, and this is translated to more incometha citizens. Consequently they invest

more in stocks.

15



References

Adaramola, A.O. 2011. The impact of macroeconomaicators on stock prices in Nigeria.
Developing Country Studies, 1(2): 1-14.

Adelegan, O.J. 2004. “How efficient is the Nigersgtnck market? Further evidence”.
African Review of Money, Finance and Banking, 143-8upplementary issue of Savings
andDevelopment, 2004. Milan, Italy.

Antonakakis, N. and Filis, G. 2013. Oil prices asmbck market correlation: A Time-
Varying Approach. International Journal of Energyg &tatistics, 1: 17-29.

Appiah-Kusi, J. and Menyah. K 2003. Return prediity in African stock markets,
Review of Financial Economics, 12, 247-270.

Ayadi, F.O. 1984. “The random walk hypothesis armaliehaviour of share prices in
Nigeria”. Nigeria Journal of Economic and Social@és, 26(1, March): 57-71.

Backus, D. and Crusini, M. 2000. Oil prices andneiof trade, Journal of International
Economics, 50: 185-213.

Bentzen, J., 2007, Does OPEC influence crude akp? Testing for co-movements and
causality between regional crude oil prices, Applkgonomics, vol. 39, pp. 1375-1385.

Bierens, H.Bloomfield, P. 1973. An exponential mlostethe spectrum of a scalar time
series. Biometrika 60, 217-226.

Bloomfield, P., 1973. An exponential model in theestrum of a scalar time series.
Biometrika 60, 217-226.

Campbell, J.Y. and Perrol. 1991. Pitfalls and opportunities: what macroeconomists
should know about unit roots. NBER Macroeconomiosidal 6:

Cuestas, J.C. and Regis, P.J. 2010. Nonlineaatidshe Order of Integration of Oil Prices.
The Empirical Economics Letters, 9(2): 193-202.

Cufiado, J. and F. Pérez de Gracia, 2005. Oil prieesnomic activity and inflation:
evidence for some Asian countries, The Quarterlyié¥e of Economics and Finance, vol.
45, pp. 65-83.

Dahlhaus, R. 1989. Efficient parameter estimation gelf-similar process, Annals of
Statistics, 17, 1749-1766.

Davidson, R. and Mackinnon, J.G. 1993. Estimatimth laference in Econometrics. Oxford:
Oxford University Press.

Demetrescu, M., V. Kuzin and U. Hassler, 2008, Lamgmory testing in the time domain,
Econometric Theory 24, 176-215.

16



Diebold, F.X. and Rudebusch, G.D. (1991).Originally published in TReview of
Economics and Statistics, 73: 1-9.

Dickey, D.A. and Fuller, W.A. 1979. Distributiorf the Estimators for Autoregressive
Time Series with a Unit Root. Journal of the AmaniStatistical Association 74: 427-431.

Eryigit, M. 2009. Effects of Oil Price Changestbe Sector Indices of Istanbul Stock
Exchange. International Research Journal of FinandeEconomics 25: 209-216.

Filis, G., Degiannakis, S. and Floros, C. 2011. &yit correlation between stock market
and oil prices: The case of oil-importing and oiperting countries. International Review of
Financial Analysis, 20: 152-164.

Gil-Alana, L.A. 2000. Mean reversion in the reakkange rates-conomics Letters 69,
285-288.

Gil-Alana, L. A. 2001. A fractionally integrated mel with a mean shift for the US and the
UK real oil prices, Economic Modelling, vol. 18,.%?#3—-658.

Gil-Alana, L. A., 2003. Unemployment and real oiliges in Australia: a fractionally
cointegrated approach, Applied Economics Lettesk, A0, pp. 201-204.

Gil-Alana, L.A. 2004. A re-examination of historicaal daily wages in England. Journal of
Policy Modelling, 27(7): 829-838

Gil-Alana, L.A. and Henry, B. 2003.Fractional intajon and the dynamics of UK
unemploymentOxford Bulletin of Economics and Statistics 65, 221-240.

Gil-Alana, L.A. and J. Hualde (2009) Fractionalegitation and cointegration. An overview
with an empirical application. The Palgrave HandbobApplied Econometrics, Volume 2.
Edited by Terence C. Mills and Kerry Patterson, Malan Publishers, pp. 434-472.

Gil-Alana, L.A. and Robinson, P.M. 1997. Testing wfit roots and other nonstationary
hypotheses in macroeconomic time serearnal of Econometrics 80, 241-268.

Hamilton, J.D., 1983. Oil and the macroeconomy esivorld War Il, Journal of Political
Economy, vol. 91, pp. 228-248.

Hamilton, J.D. 1994. Time Series Analysis. Prinodtimiversity Press.

Hassler, U. and Wolters, J. 1994. On the powerrof tdot tests against Fractional
Alternatives. Applied Economics, 26(7): 721-729.

Hayashi, F. 2000. Econometrics. Princeton, NJ:deton University Press.

Hooker, M.A. 2002. Are Oil Shocks Inflationary? Assnetric and Nonlinear Specifications
versus Changes in Regime_. Journal of Money, CasditBanking., 34, pp. 540-561.

Jalali-Naini, A. R. and M. Asali, 2004, Cyclical Hmeviour and shock persistence: crude oil
prices, OPEC Review, vol. 28, pp. 107-131.

17



Jones, C.M. and Kaul, G. 1996. Oil and the Stockkigls. The Journal of Finance. 41 (2):
463-491.

Kapetanios, G., Snell, A. and Shin, Y. 2003. Tegfor a unit root in the nonlinear STAR
framework. Journal of Econometrics 112: 359-379.

Layade, A. A. and Okoruwa, V. O. 2012. Effects dff¥ice Change on Capital Stocks
of Selected Companies in Agro-Allied industry irgiliia. ARPN Journal of Agricultural
and Biological Science, 7: 402-406.

LeBlanc, M. and Chinn, M.D. 2004. Do High Oil PecPresage Inflation? The Evidence
from G-5 Countries”. Santa Cruz Center for Inteioredl Economic, California.

Lee D. andSchmidtP. (1996) On the Power of the KPSS Test of Stationarity ragjai
Fractionally-Integrated Alternatives, Journal obBometrics 73: 285-302.

Lobato, I.N., Savin, N.E., 1998, Real and spurilmumg memory properties of stock market
data, Journal of Business and Economic StatisGic281-268.

Lobato, I.N. andVelasco, C. 2007. Efficient Waldst&e for Fractional Unit Roots.
Econometrica, 75(2): 575-589.

Magnusson, M. and Wydick, B. 2002. How Efficiens &frica’'s Emerging Stock Markets?,
Journal of Development Studies, 38, 141-156.

Marinucci, D. and P.M. Robinson, 2001, Semiparammétactional cointegration analysis,
Journal of Econometrics 105, 225-247.

Mlambo, C. and N. Biekpe 2005. Thin trading on édmn stock markets: Implications for
market efficiency testing, Investment Analysts dali- No 61.

Moshiri, S. and F. Foroutan, 2006, Forecasting ineal crude oil futures prices, Energy
Journal, vol. 27, pp. 81-95.

Nelson, C. R., J. Piger and E. Zivot (2001). Markegime-switching and unit root tests.
Journal of Business and Economics Statistics 149;-19.

Ng, S. and P. Perron, 2001, Lag selection and @hstaiction of unit root tests with good
size and power, Econometrica, vol. 69, pp. 15194155

Nwokoma, N.l. 2002. Stock Market Performance andfdaconomic Indicators Nexus in
Nigeria. An empirical investigation. Nigerian Joalof Economic and Social Studies, 44-2.

Olowe, R.A. 1998. “Stock splits and efficiency bétNigerian stock market”. African
Review of Money, Finance and Banking, 1(2): 97-125.

Olowe, R.A. 1999.Weak Form Efficiency of the NigariStock Market: Further Evidence,
African Development Review Volume 11, Issue 1, pages 54-68.

18



Oludoyi, S.B. 1999. “Capital market efficiency ahe effects of earnings announcements
on share prices in Nigeria”. Unpublished PhD thddrsversity of Ibadan, Nigeria.

Omole, D.O. 1997. “Efficient market hypothesis admel Nigerian capital market under
financial liberalization: An empirical analysis” ngublished PhD thesis, University of
Ibadan, Nigeria.

Postali, F. A. S. and P. Picchetti, 2005, Geom&ramvnian Motion and structural breaks in
oil prices: a quantitative analysis, Energy Ecorasywol. 28, pp. 506-522.

Robinson, P. M. 1994. Efficient tests of nonstatignhypotheses. Journal of the American
Statistical Association, 89, 1420-1437.

Robinson, P.M. and J. Hualde, 2003, Cointegratidinactional systems with unknown
integration orders, Econometrica 71, 1727-1766.

Robinson, P.M. and Y. Yajima. 2002. “Determinatiohcointegrating rank in fractional
systems.” Journal of Econometrics 106: 217-241.

Samuel, J.M. and N. Yacout. 1981. “Stock exchangieveloping countries”. Savings
andDevelopment, 5(4): 217-30.

Vitali, F. and S. Mollah 2010.Stock Market Effic@nin Africa: Evidence from Random
Walk Hypothesis.

19



Figures and Tables

Figure 1: All Share Indices series
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Table 1: Unit root tests results

1) Stock market prices series

No intercept Intercept An intercept and tren
-0.409145 -1.563745 -1.047947
ADF (0.5345) (0.4985) (0.9330)
KES -1.168936 -1.651364 -1.247063
(0.2444) (0.1009) (0.2145)
i) Crude oil prices series
No intercept Intercept An intercept and tren
ADF -0.021317 -1.478931 -4.114917
(0.6740) (0.5415) (0.0076)
KSS 0.742697 -0.739013 -2.248676
(0.4589) (0.4411) (0.0261)

d

d
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Table 2: Estimates of d in the I(d) setting

i) Stock market prices series

No regressors An intercept A linear time tre
White noise 1.171 1.182 1.182

(2.077, 1.293) (1.088, 1.303) (1.087, 1.305)
Bloomfield 1.227 1.231 1.232

(1.024, 1.475) (1.043, 1.485) (1.047, 1.486)
Seasonal AR 1.189 1.203 1.202

(1.091, 1.312) (1.101, 1.305) (1.108, 1.325)

1) Crude oil prices series

No regressors An intercept A linear time tre
White noise 1.281 1.339 1.339

(1.144, 1.463) (1.188, 1.526) (1.187, 1.527)
Bloomfield 0.953 1.010 1.010

(0.697, 1.458) (0.713, 1.525) (0.657, 1.532)
Seasonal AR 1.284 1.342 1.344

(1.131, 1.466) (1.187, 1.525) (1.184, 1.520)

In bold, the most significant models accordinghe deterministic terms. In parenthesis the 95%idente

intervals.
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Table 3: Parameter estimates in the model given gquation (11) with white noise u

- : d Intercept Slope coefficient
White noise (95% conf. Interval) (t-value) (t-value)
k=0 1.123 2996.046 107.741
(1.031, 1.247) (1.931) (3.254)
k=1 1.116 3939.956 78.685
(1.021, 1.242) (1.702) (2.346)
k=2 1.126 4179.905 69.192
(1.033, 1.246) (1.807) (2.057)
k=3 1.122 4940.753 34.314
(1.029, 1.239) (2.133) (1.020)
k=4 1.093 5779.379 8.821
(1.003, 1.208) (2.521) (0.267)
k=5 1.083 6847.437 -18.741
(0.998, 1.193) (2.998) (-0.570)
k=6 1.063 8576.256 -69.481
(0.984, 1.166) (3.830) (-1.107)

t-values in parenthesis in the third and fourthuowts. In bold significant slope coefficients.
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Table 4: Estimates in the model given by equation (11) with Bloomfld disturbances

- d Intercept Slope coefficient

Bloomfield (95% conf. Interval) (t-value) (t-value)
k=0 1.172 3144.463 101.765
(0.983, 1.407) (1.389) (3.044)

k=1 1.178 4193.190 68.653
(1.003, 1.429) (1.829) (2.022)

K=o 1.141 4223.33 67.460
(0.959, 1.390) (1.830) (1.992)

k=3 1.129 4954.663 33.667
(0.943, 1.360) (2.141) (0.999)

k=4 1.071 5767.924 9.906
(0.899, 1.278) (2.512) (0.302)
k=5 1.068 6862.437 -18.851
(0.907, 1.273) (3.002) (-0.576)
k=6 1.077 8566.046 -69.559
(0.928, 1.258) (3.828) (-1.167)

t-values in parenthesis in the third and fourthuowats. In bold significant slope coefficients.
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Table 5: Estimates in the model given by equatiorl{) with seasonal AR disturbances

d Intercept Slope coefficient

Seasonal AR (95% conf. Interval) (t-value) (t-value)
k=0 1.148 3072.897 104.628
(1.056, 1.272) (1.307) (3.039)

k=1 1.133 4009.650 75.872
(1.037, 1.260) (1.700) (2.206)

k=2 1.148 4243.440 66.664
(1.053, 1.271) (1.804) (1.934)

k=3 1.136 4968.527 33.028
(1.043, 1.257) (2.108) (0.959)

k=4 1.113 5789.938 7.922
(2.021, 1.230) (2.444) (0.230)
k=5 1.102 6828.379 -18.519
(1.016, 1.215) (2.873) (-0.537)
k=6 1.093 8554.411 -69.589
(2.012, 1.198) (3.592) (-1.021)

t-values in parenthesis in the third and fourthuoats. In bold significant slope coefficients.
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